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Theory of small samples of real data is based on the pnostical theory of individual data
exposed in o foregoing paper of the author. A simple data composition axiom is axsumed from which
gnostical characteristics of data samples are derived. These characteristics approach the statistical
maments of the first and second order when the effect of uncertainty s weak. For strong effects of
uncertaintics the gnostical charactenstics differ from the classical statistical ones. They are more
robust with respect to outlying or inlying data. Practically applicable estimators are derived the
robustness or sensitivity of which can be chosen. Grostical formulac ace given for a direct estimation
of the prabability density from small dats, samples. Examples of practica]l applications gre shown.

1. Introdaction and summary of previous resulis

A new approach to the problem of uncertainty of real data has been introduced
in [17. For each particular datum an ideal gnostical cyele exists including three phases:
quantification, estimation and attenuation. Quantification (measuring of real quantities
or counting of real objects) is the way of obtaining a datum which is a numerical image
of a real quantily, This image is unprecise because of uncertainty. Under ideal
condijtions with no influence of uncertainty the result of quantification would be z,.
Actual results of quantification involving uncertainty {real datajare z,{i=1, .. ., n). By
z a possible result of quantification will be denoted. Jdeal estimation is an optimal
transformation of a datum which together with the attenuation yields an estimate Z,
which coincides with the quantity z,,. An ideal gnostical cycle is optimal in the sense
that it minimizes the loss of information. Such a loss has been shown to be unavoidable
with an arbitrary closed gnostical cycle. The following results of [1] will be used here:

It results from the model of a possible result of quantification

1=5,6%  (z,€R.)(@ER)) (1)
(which is taken as Axiom 1 of the gnostical theory) that the mathematical model of

quantification is
o = K,(Qug @2
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where
“,rz(zuch 2 fx
zosh ) \y )
K, (0) = ch2 sh
b chQ @

()
0 (5)

::;1 Wh:r:a I:;cmp::rlame:;:r g ii determined by the contribution of uncertainty. For a
um etrized i imati 1 :
et . ¥ 42; the ideal estimating transformation can be written in the

u = K, (=K, (w)K,(Qu, (6)

"‘"=(3) ™

rf:=\m ITS}

where

i o (u::rs @y —sin e,
sin @, COS ay ' @
and where the relation
igw;=—1th, (10)
holds. The attenuating transformatj i i i
Pl ey e 1on which closes the ideal gnostical cycle
e Uy =K, (kuj (11)
k 0
. K_[kJ:=( y )
12
and o N "
kii=zq/r,. (13)

Sfme impcfrtant quantities K2 =K,(29) and K}{w)=K,(2w) have been obtained in
[1] as special cases of characteristics of dissimilarity between vectors, They have the

form

. VS h, f (14)
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where for the case tg eo= —th @ the following relations hold:

PR ke L B e (“fidelity”™) 15)
Xy T @1E? T choa | ) {
2_g-2
Ixy _‘f ¢ =5hm=—152{ﬂ=h’ (16)

hr= =
I )T 3 1
(“guantifying irrelevance™)

(17

(“estimating frrelevance”)

—2xy gr-g! :

where
(18)

E=1/z,.
It has been shown also that the quantities

o
I-:=Ilwdhq I:= | 20dh, (19)

called the guantifying and estimating change of information, respectively, may be written
in the form

1,=2H'(1/2)—H'(p)—H'(1—p,) 20
1,=2H(1/2)—~H'(p,)—-H'(1—p,)
where
Hipr=—plin(p) (21)
and
pe=(1+ih )2 (i=y—1)  pi=(1+h)2. (22)

The main theorem of [ 1] states that the overall change of information within an jdeal
gnostical cycle is negative and that the loss of information of each other closed
gnostical cycle defined by the same datum exceeds the loss of information within the
ideal gnostical cycle. It has been also proved that the square fidelity ( /) is proportional
to the source of ficld of I, over the interval of quantifying irrelevance h, and the inverse
square fidelity (f ~?) is also proportional to the source of field of I, over the interval of
estimating irrelevance h,.

The aim of this paper is to make use of the gnostical theory of individual data for
an attempt to develop a gnostical theory of data samples and its application in
solutions of fundamental tasks of data treatment.
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L. Data composition

A crucial point of treatme i
1 nt of uncertain data | i iti
which should suppress the uncerfainty as much as p;::;:‘:cway o

f I l
=k LI ]

;:, i:r:l be catl}::d aTr.‘:aracmris.*fr of the sample Z, A com posite vector of the data sampi
quanti Y J,'..tq——u[za ch€, z,sh Q)or u=(r cos w., r sin e ) wh r
are characteristics of 7. k - MEER R,

Axiom 2 (composition rufe ). Let Z(z4, n) be a data sample, Then ’

ki) = 3 K@)
- 23)
Koo, = W K2(e,)

where

wq =Det { 5 Ké{ﬂu}
(24)

w! = Det { ):“_ Kf{mg} ; 1

re thu:s also c_haramen‘ stics of the data sam ple Z as well
{ev) with their com ponents which will be denoted by

Normalizing weights w,andw, a
as both matrices K2((2,) and K2
1S e, £ and h.

Theorem 1. Let Z be a data
and (24), Then sample and 2., @, Wo and w, its characteristics (23)

. =arclg —— {25]

| i » z -
(%~
where .ﬁ EJ’TZCUJL b" = h{fmf;. and h.rl Lo ﬁftzmlj
|
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Proof. By substitution of (14)-(18) into (23) and (24). ]
Corollary 1.1. Let n=2. Then

ﬂ‘.=[ﬂ| + ﬂ:yz = [ml- +m1j"ll2 ':2?]

We=1/2+26h (@~ Q)  w,=/2+2c0s{w,—,). B (28

Corollary 1.2. Let n> 1. Then

ve ffn20-0) v fotoa), 1

It has been shown in [ 1] that the sums and differences of parameters £2, and 2, (w, and
@) are characteristics of dissimilarity of two data z; and z; (belonging to the same z,).
Relations (25)428) demonstrate that they together with z, fully determine the
mentioned characteristics of a data sample.

Corollary 1.3. Let Z(z,, n):=Z(zq, n)% Z(zy, n") be a concatenation of data
samples Z"and Z" (n=n"+n"). Let £, e, w,, w,, £, e, wi, weand £, a, w), w, are
characteristics of the data samples Z, Z’' and Z", respectively. Then

E

KjQ) = —TK() + :3 Ke(ex)
. (29)

-

I’r{ ¥ w:r 0
Kilw)=—<Ki(@) + “= K@)
P L

and

W=/ Wi g + 2uwigch 22— Q) (30)
W= W+ W 2, cos 2o — o).

Corollary 4. Let the assumptions of Corollary 1.3 hold. Then
JWIrwisw SwiewiSa ' =n. (31)

So each (even an outlying) real datum or a sample of such data is useful in the sense that
il increases the weight w, of the concatenated sample. But the maximum possible
increase of the weight is limited by the increase of the total number of data. Such an
increase may be obtained only in the case when all data are identical.

Corollary 1.5, Let

pelty @
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denote the arithmetical mean of some quantities g,.

Let f:= f(2w)=cos2ew,. let 1/f:=ch2 ).
Then

|/ f21Sf (33)
and B
fzr 1 (34)
The composition rule (23} is thus “better™ than the arithmetical mean of the
composed quantities in the sensc that it yields greater fidelity.
Corollary 1.6. Let ', E. fih,, E and h? be arithmetical means like (32). Let

n—k
Clbi= 3 h 200,

(39)
Clkr=t 3. hel200h(20,1)
Then -
U~ =n \/ (Fa) == ,‘,E = n% (n—KICk)  (36)
w.=r=~/f1—ﬂh_ji=n\/f’ o+ 5T KGR (D)

The sense of quantities determining both weights in (36) and (37) is worth to be
discussed below. All characteristics of data samples introduced here will be called
gnostical characteristics,

3. Correspondence between gnostical and statistical characteristic

It is interesting to demonstrate a correspondence of gnostical characteristics 1o
statistical parameters of data samples and to show the special conditions under which
such a correspondence takes place. We of course deal with a correspondence of

numerical characteristics of data samples and not of mathematical models which stay
to be quite different.

Definitions. Let us denote

d|=zy"zD—I [f=11, aaay H] {33}

& = max |d,]. {39)

nEE
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In the case of a small & we shall speak of the case of weak uncertainties. 1
Theorem 2. Let (39) hold. Then
0, ]
0 | =d 400 (40)
heol2
—hef2
i -12]
A=12 | _F +0) (41)
R34
[HE
o] s
T il n_IJ: ’;EI did; oo +0E") (42)
7 Gk
wo=n(1 +2Ad” —(d)+0E) @)
w,=n(l —2Ad® — (@) +0E): i
Proof. By Taylor’s expansion of gnostical characteristics. E

Under condition of weak uncm*tain‘tieﬁ all characlenslmsal?;,ha; auctlf; n!;;,z
and —h,/2 approach thus the mean relative error of the data, rc o
T (- i EM and h?/4 approach 1h_e mean square r:latw:t c;olhc o
data, the quantities C, (k)4 and C(k)/4 the relative mivananoe o t:n- p:ﬂ;n-_.e -
ordered into n— k pairs, the weights w,and w, appfoachm g the num il
the case of weak uncertainties all analyzed Igifusucal charactenstlmwc e
connection to the basic statistical chara;lcF;:;]m -::::;;a:a s;rn:p n-;y et

e : . . # ‘
T:::ﬁ:xtiﬂ;‘h:: ?E:;i:i: the gnm:ical estimates of the quantity Z, will
i tical mean Z of the data. . N

ﬂPPmT;E;:f‘:r;: Ln:mrtainty is not weak then the gnostical characteristics differ
substantially from the statistical ones and one from another.
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4. Sensitivity and robustness of gnostical characteristics
of a data sample

Definition. Let Z{zy, n— 1) be a data sample of data z,,...,z,_, and Ziz,,n) a

data sample obtained from the former one by concatenating of it with a new datum z,,.

Let g, _, and g, denote a gnostical characteristic of both samples. The characteristic g,,
will be said to exhibit the semsitivity o, f with respect to the datum =, if

" Bn—1

lim 2—%=1 _ const. lim' T a1

= . 44
ST m const B (44}

The negative value of the parameters oc or f§ will thus characterize a feature inverse to
sensitivity, the robustness of the characteristic.

For characteristics symmetrical with respect to the quantities z, and z; ', both
parameters @ and § naturally coincide.

Theorem 3. Sensitivity of gnostical characteristics of data sample Z(z,, n) is given
by Table 1:

‘Fable 1. Sensitivity of some gnostical charactenistics of a data sample with respect to a datum z,

Characteristic = B & o 6 Cowm N B T P
Sensitivity (x=ff) 4 4 2 2 2 2 1] 0 1] ] -2 —4
Proof. By verification of (44) using formulae (15)-(18), (24) and (35). |

There exists thus a large scale of sensitivity of gnostical characteristics of a data
sample. It make it possible to choose a proper characteristic for a given task: Value
#=fi=4 means the highest sensitivity to outlying data and the lowest relative
sensitivity to inlyers, with a= ff = —4 we obtain an opposile case.

£ Actual estimation

Gmostical characteristics of data samples are functions of the unknown ideal
value z, which is the object of estimation. We know already the ideal estimating
procedure but to realize the ideal gnostical cycle we would need also the quantity z,.
But it is possible to estimate this quantity by an extremalization of a gnostical
characteristic. The estimate would then have a feature approaching that of the ideal
gnostical cycle of individual data or a new extremal feature connected with mutual
relations between data.
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We shall consider only eight types of estimates taking into account tne
equivalences

(1, = Oy K2(2) = D2, = O)ealye = O)=A 1/ =1) (45)
(h, = DK (@) =De>{o, = 0p>{h = Op=={ = 1) (46)

They characterize two types of symmetry of a data sample. These symmmr@ are
multiplicative: So — for example — the numbers 1/2 and 2 are symmetrically

positioned with respect to 1. ‘ _
Definitions. Let Z{zg, n) be a data sample. Then the estimate of the ideal value z,

of the type J (J=ql, 4C, gF, g5, ¢C, &S, eF, el) will be denoted by z,. The estimates will
be evaluated to satisfy conditions specified in Table 2:

Table 2. Optimality conditions for the actual extimation of the ideal value =,

Type of the Condition . Required feature
estimate of the optimality
T J—h: =1 Minimal changes of information doe to quantification
0 %y
o
7 i UT]-“—IE =0 Mmhnumofmeabmdutew!mn[u:mufmmﬂm
e dz V" n
=1 = =0 Minimal mean inverse fidelity of the sample
T dzg
=1 h,=0 Symmetry of the data sample
L]
fo=zu h,=0 Symmetry of the data sample
Iy=2. M. ({h_,il - E.E) -0 Minimum of the absolute value of the sum of covariances
2
Io=2,r i =0 Maximal mean fidelity of the sample
L
dh; : : -
fa=2y =0 Maximal changes of information due to estimation
L2 zo
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Theorem 4. Lu? Z{zq, n) be a data sample. Then the estimate z, (J =gl 4C, gF, ¢S,
€5, eC, eF, el) of the ideal value z, optimal in the sense defined by Table 2 is given bya
solution of the equations

L) L
2: [ ‘); fifre
A 7= = - o Bz= o (47)
T | L
};_,"',z, ij}fﬂi:
(where fi=2/((z,/z,)* +(z,/z,)*)) specified by Table 3:
Table 3. Specifications of the equation of gnostical estimates of =,
Sensitivity of =}
Type of the Equation el or
imate z, A/B m k Numerator Denominator
o i kY i
o A -1 - 0 4 4 0
Ie B o0 -1 -2 2 2 -2
e A 0 - -2 2 2 -2
1y A 0 - =2 2 1 -2
.z A 1 - -4 0 1] —4
I B 1 2 -4 0 0 —4
Iy A 2 - -6 -2 =2 -
3 A 3 - -8 -4 —4 -4 i

. Proof. Equations A for z,s and z,4 result directly from (16) and (17) substituted
?ntu the condition equalling the arithmetical mean of quantifying or estimating
irrelevance to zero. The equations for the estimates Zars Z4F+ Zer And z,; are equivalent to
the equation

d =
e LS afz)=0 {48)

whcm‘rf1=ﬂ. 2, 3 and 4, respectively, as follows from the definitions of extremalized
q.uanutm (Table 2). Equations for z, and z, may be obtained also from the condition
given by Table 2 using the equivalences

- _I e n - l s [
P
{hf nhl i ‘Z; h#hu"“: (h,)* — ;I’f - ‘Z_;hdhzﬁr"z (49)
resulting from (35)4{37). ]
Corollary 4.1, It holds
z,=2+0(d%) (50)
for all J=gl, qC, gF, g8, €8, eC, eF, and el. [ |
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In the case of weak uncertainties all gnostical estimates z, approach thus the
arithmetical mean 2. But if the uncertainty i5 not weak then their properties are
different as shown in Table 3. This enables us to choose the sensitivity or robustness of
the estimate z; with respect to outliers or inliers to match the requirements of each

particular task of data treatment.
The gnostical estimates z, are not necessarily unique. If a data sample consists of
several more or less separate “clusters™ then each of them may have its own “location

parametler”™ z,.
6. Distribution and density functions of a data sample

The quantities p, and | — p, (22) appear as parameters of the estimating change of
information I, (20). Thus they play a role analogous to probability, although we do not
consider a probabilistic model.

Theorem 5. Let z; be a datum. Let the quantities ze R, and Qe R, take such

values that
z,=2ze™ = const (31)

Then the quantity | —p,.(2)= 1,{1 + e~ **)is a distribution function of the quantity £,
on R,. The quantity p,(z)=z*/(z} +2*) is a distribution function of the quantity z on
R, . The corresponding density functions are

dil—pa) _ dpa _1 .5

di, =/fi dz _zf' (52)
where

fi=1/ch2 Q=2/z2z"2+ 2722, i (53)

Preof. Both functions 1 — p,, and p,, change on their definition intervals from 0,
to 1 _ monotonously. Their explicit form results from (53} and from the formulae of the

estimating irrelevance (17). [
Corollary 5.1. Let Be R, be an interval

Bi={zz,5:52,) (54)

for each pair z; =z, >0.
Then the quantity

PB)=p(z2)— Palzy) (55)
induces a finite measure on Borel sets of R, (given z,). i
Corollary 5.2. Let B:={z':0<z' <z} and B":={z":251"<w}. Then
Palz)=py(B) and l—p.=piB"). i (56)

R
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If z=z; then P,(B)=P{(B")=1/2. After a single result of quantification equalling to
z; € Z(zy, n) has been obtained, we may guess with the same degree of confidence that
the unknown quantity z, satisfies z, = z; as z, < z;. The ccnfidence that the ratio z,/z,
takes a particular value may be quantified by the quantity [,=H'(p (z))+
+H{ —palzo)

Corollary 53. Let B be an interval (54} and F,{#) its measure (55). Then

P(B) = i?-;--‘- + n}( miax (‘—_i‘)) B (57

I k=13 I;

For a couple of quantities 2, and z, sufficiently close to the datum =, the measure P, of
the interval B approaches thus the Lebesque’s measure of B divided by z,.

Corollary 5.4. Let Z(z,, n) be a data sample. Let (51) hold for quantities z and €.
Let z,; be the solution of equation (47A) with m = 3. Then the estimate z,, maximizes the
function

7 = 1 S
e =3 fi (58)
of a variable z (51), where
Lyparethi(ig O ~39)-
and-the-quantity o, is determimed by.compositionrule {23} aftersubstitution-of{i4)-(F5)
117 with &, 0

Definition. The function f52(X) (58) is the density function of the data semple Z, |

7. Correspondence between gnostical theory of data samples
and the information theory

Corollary 5.5. Let p be a binary random quantity which took, in an experiment
congistingof N, + N, trials, ¥, times the value “1" and N, times the value N ;. Let p, be
the probability of the result *1” and f, = N /(N + Ng) the frequency estimate of this
probability. Then

P1="Pe (60)
Where p.o= 11 +¢4%) and ©, = In (N,/No) 8
In this case the quantity p,. may thus be interpreted as an estimate of probability

and the quantity /, (20} as an estimate of the Shannon's information obtained by the
experiment,
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A correspondence exists also with the entropy H, which is a special kind of
generalized entropies introduced by Rényi [2] {1960}, For the case considered above
this entropy is

Hy,=cp(l ) (61)
where ¢ is a constant, This type of entropy has been studied by Onicescu [3], Perez [4]
and by Vajda [5] who pointed out interesting properties of this entropy similar o
Shannon's entropy. Let us substitute the estimate p,. (60) instead of probability p into
H,. We obtain

H,, = g 20,). (62)

It has been shown in [1] that the square f* of the fidelity is proportional to a source of
field of changes of information I (20) over the interval of quantifying irrelevance b, We
have seen above that £%(242,) may be interpreted as a density function of a data sample.
There exist thus two gnostical mterpretations of the entropy H,. Moreover, we
obtained practically applicable estimating formulae for the amount of entropy H ,, for
a data sample or even for a single datum z, =z, exp (&)

Hau = gf H242). (63)

Properties of the square fidelity f? (alias source of information I, alias density
function of a data sample, alias entropy H,,) may be demonstrated by the following
practical examples.

8. Examples

In the following an extended data model
2=20€xp(Q]5) (64)

will be used. The quantity s (the “scale parameter”) characterizes the width of data
sample. It can be estimated directly from data,

Example [. Systolic blood pressure of 24 healthy women of a fertile age are
summarized in Table 4, They are distributed randomly into two data samples 4 and B
containing 12 data.

Table 4. Real data for Example |

Data sample Systolic blood pressure 2, (mmHg)
A 15 120 145 120 150 B35 125 120 125 120 10 140
B 130 130 11X 145 135 (40 110 120 135 120 1 115
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Empirical distribution functions of both samples differ substantially although
both samples have (randomly) the same arithmetical mean. Table 5 presents some
values of density functions f? of both data samples.

The gnostical estimates z,; equal to the pressure maximizing the density
_fum:tions. It has been numerically obtained as z,;,=122.5 and Z.p=1238. An
interesting question might be what will happen with the estimates z,; when another (the
13th) datum will be added to the samples. The dependence of both estimates on the
value of a 13th datum z,, is shown by Table 6. For a comparison, the values of the
arithmetical means of all 13 data are also given in Table 6,

Table 5. Density functions of both data samples of Example 1
Mean square of fidelity f*

Systolic blood pressure
i fi P 7

80 0.003 0004 0002
90 48 Dt 024
100 0.504 0410 0243
110 2155 0824 1. 508
120 3369 41 3575
130 im 3114 028
140 2109 2123 2,160
150 0,733 Lile [.434
160 0,187 0429 619
170 0046 0134 0198
180 0012 0.040 0059
150 0.003 0,013 0018
200 0,001 04 0,006

Tabde 6. Dependence of the estimates 7, , and Zop of an ideal quantjty
Iy 0n 4 thirteenth additional datum -

Additional daum _ Goostical estimates  Arithmetical means

13 Zetd Zeim Iy=2Zy
L] 124.6 1248 1212
T 124.0 124.2 1219
1] 1236 1237 1227
) 1234 123.6 1235

100 123.7 1238 1242

110 1243 124.5 125.0

120 125.1 1253 1258

130 1259 126.2 1265

140 126.7 1269 1273

150 127.2 121.5 128.1

1640 1276 1279 128.8

170 127.8 128.1 1296

180 1278 1281 1304

190 1217 1280 13L.2

00 127.6 1279 1319
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Because of the nonlinearity of the estimates z,; the inflluence of outlying values
2,5 on them is suppressed. For z,,—0 as well as for z,;— ou the estimates z,; may be
shown to reach their values which correspond to the original samples of 12 data. The
extremal values of data are thus fully ignored.

In Table 6 two interesting points appear, those points where

dzg,
dz)

=0

holds, Let us denote these “critical” points (2} 5, z.,) and (25, z,;). Their numerical
values have been evaluated and summarized in Table 7.

Teble 7. Critical poinis of both data samples of Example 1
Critical points (mmHg)

Drata Sample Estimato z
Lot T Znn i .
A 1225 114.4 1216 1234 130.8
B 1238 114.3 1209 1278 1349

These figures may be used to consider the sensitivity of the estimate z,, with
respect to a new single datum having an arbitrary value. The estimate z,, cannot appear
to be outside the interval (z;, z;) which can be 1aken as a tolerance interval The
quantities z}, and zj; have also an interesting function, they separate an interval
(2} 4. 2 3) where the reaction of z,; to an increase of the added value z,, is “natural”
(rising), from intervals (0, z,,) and (2}, oo) with an “unnatural” reaction of the
characteristic z,, (falling). 1t makes it possible to test the “membership” of z,; to the

data sample.
Comparison of gnostical characteristics of both data samples shows their

agreements in spite of the difference of empirical distributions of both samples.
Exgmple 2. In a group of randomly collected men the following weighis have

been observed:

Table B, Data sample for Example 2

i 1 2 3 4 -] b 7 8 9 1w 11 1z 13 14 15

Weights (kg) B¢ B4 78 78 66 90 TE 87 T4 TS5 BT 91 65 75 135

This sample contains an “outlier™ z,4. It is interesting to demonstrate its
influence on the gnostical characteristics of the data sample. Let us denote the data
sample of all 15 data Z and the sample obtained from only 14 data without the z, 4 as
Z'. The density functions of both samples are shown in Table %
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Tabde 9. Density functions of data symples Z snd Z* of

Example 2 for 3, =0.228
Weight Mean square of fidelity f*
{kgl 3 I
0 0,007 0.000
A 0.09 0027
&0 0605 0490
0 1.545 1,717
80 2,086 2653
0 L1706 2135
100 0915 0.751
110 0.422 0.169
120 0.266 0.038
130 0.245 0,009
140 0213 0.003
150 0.147 0,001
160 0.087 0,000
170 0047 0,000

Influence of the “outlier” z, 5 on the gnostical characteristics is demonstrated also
by Table 10:

Table [0, Gnostical characteristics of both data samples Z and 27 of Example 2

Data Gnostical estimates  Arithmetical means Critica] points

sample s far z L Zu 2 £
z 0335 30,6 815 LI 79.5 1.7 913
z 0y 80,3 798 726 785 812 §9.7

The densily function of the “censored™ data sample Z' appeared to be sharper
than that of the original complete sample Z. In spite of this the gnostical characteristics
in Table [0 changed in a less degree than the arithmetical mean did. Tt is interesting that
the quantity z, ¢ is far behind the critical point z,, , in both cases, it is an outlier even
from the “point of view” of the data sample Z which contains it. Two small data (z, and
z,3) appeared to be under the critical point z;, ;, they are also “not typical”,
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